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Abstract. We describe an approach to the positron trapping at vacancies based on the optical
theorem. We calculate the imaginary part of the optical potential ialamitio model at the

time when electron—hole excitation takes place. The obtained analytical formulae for the optical
potential are tested as a function of the positron incident energy, the positron binding energy,
and the electron density parameigr The calculation of the optical potential range agrees
well with the vacancy radius. The approach is used for the description of observed temperature
dependences of trapping rate at vacancies in pure metals as reported in the literature. The results
are satisfactory and the obtained values of the optical potential are quite reasonable.

1. Introduction

The inelastic scattering and the trapping of positrons at vacancies in a solid are characterized
by the trapping rate efficiency parameter. This parameter and positron mean lifetime are
the only parameters in the rate equations, called the trapping model [1], which is used in
the description of the fate of positrons in a solid. The mean positron lifetime at a vacancy
is well understood from the theoretical point of view and it is easy to measure. The
trapping rate efficiency parameter, which describes the transition rate from the free to the
trapped state, is rather poorly estimated from experiments. We can add that in the problem
of the trapping and scattering of positrons by vacancies in solids, an exact theoretical
treatment involving the interactions between the incident positron and all the electrons is
complicated. Nevertheless, the proper description of these processes could be helpful in
a better understanding of the vacancy structure and its electronic environment detected by
positrons. There are also experimental proofs that the trapping efficiency parameter depends
on the vacancy surroundings and it exhibits a temperature dependence.

In the calculation of the trapping efficiency the theory of scattering and trapping of
thermal neutrons at nuclei [2] was included. Authors who apply this theory take the simple
relation for the cross section of neutron absorption at nuclei and try to describe the absorption
of positrons at vacancies, e.g. in [3]. However, the relations which are valid for neutrons
are not valid for positrons. This is due to the fact that in this theory it is assumed that the
neutron incoming wave is attenuated in the region of the nucleus but can still be described
as a plain wave. We know from other authors, e.g. [11], that the trapped positron is well
localized, and its wave function looks more like a Gaussian function than a plane wave.
The authors [3] consider only the absorption of the ‘s’ wave but it is easy to show that at
higher temperature the ‘p’ wave also gives an important contribution.
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A better approach to the problem of calculating the trapping efficiency came from
Hodges, who applied the Fermi golden rule [4], but this has severe limitations since it has
to be combined with amd hocassumption on how the transition occurs [5].

Here we present the approach to trap positrons at vacancies by the scattering theory with
the optical potential first suggested by Shirai and Takamura [6]. This approach seems to be a
much better description of the problem of positron trapping, since it takes care of the elastic
and inelastic scattering of the positron wave function. The value of the optical potential
can either be calculated from theory or deduced from experiment. The basic idea is that we
consider the scatter of a positron at a vacancy immersed in the electron sea. The positron
will be scattered, either elastically or inelastically. Instead of treating the interaction of a
positron with each individual electron one seeks an ‘effective’ potential between positron and
vacancy, such that the scattering by the potential describes the observed effect. As shown
by Feshbach [7], in many cases the optical potential successfully describes the properties of
the cross section of the scattering of neutrons at nuclei. The optical potential is frequently
used the in description of nuclear reaction data but also for low-energy positron or electron
diffraction data.

We intend to present an outline of the theory of positron scattering at a vacancy and
the method of calculation of the imaginary part of the optical potermainitio for the
electron—hole excitation. The application of the approach to the description of data reported
in the literature will also be presented.

2. The optical model

In our consideration we take into account that the trapped positron loses its energy in a
process of creation of holes and electrons in the excited state above the Fermi level. We
consider the interaction of an incident positron with an electron located close to the vacancy.
The Schiédinger equation of such a system (figure 1) is given/by(1)

1 1
(—%Vf + V*t(ry) — o V24V (rp) + V(ry, r2)> W(ry, r2) = (E + Eg)W(r1, 12)
1)

where V' (ry) represents the potential of the interaction between positron and vacancy,
V~(r,) that between electron and vacancy an@, r») = ¢?/|r,—r»| between an electron

and an incident positrone is the electron charge, and and m, are the positron and
electron mass, respectively.~ (r,) will be neglected in the following consideration. The
momentum of the incident positron is equalgiaand the initial momentum of an electron

is ko, E = p?/2m and Eq = k3/2m.. The wave function of the systesi(ry, 72) can be

e (ky)

Figure 1. The scattering of a positron in the vicinity of a vacancy, assuming that the inelastic
process is realized by electron—hole excitation.
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expressed by a ‘coupled state’ which is the expansion in terms of a set of unperturbed states
of the electrong; (r):

Y (ry, r2) = Z ¢i(r2)¥i(r1) (2)
i=0
whereyo(r1) describes the elastic scattering positron wave. As mentioned above we can
solve instead of (1) the following equation:

—iV2+V+(T)—p—2+U(T) Yo(r) =0 (3)
2m 2m o=

where U (r) is the so-called ‘optical potential’. We adopted the approach suggested by
Shaw [8], with the optical potential expressed by

U = (pIR|p) @
whereR is the operator defined as

. 1
R=V+ImV—— R (5)
n—0 E — Ho+In
where Hy = —1/(2m)V?2. In general the optical potential is energy dependent, nonlocal

and complex. Nevertheless, in many applications it is enough to assume that the potential
is constant in the vacancy range but compleX: = U — iW. In our previous work,

[9] we presented the exact solution of (3) for the case of square-well potéhtiathere

W = constant but different from zero only within the vacancy region. Note that the trapping
efficiency depends directly on the value of the imaginary part of the optical potential as
follows [10]:

Ak o
n= Nmn%(fam = Na 7 ;(21 + 1)[) dr W (r) |u; (r) |2 (6)

where N, is the atomic density and,(r) is the radial solution of (3) which satisfies the
integral equation

i (r) =2ikrj1(kr>+% / T Jilkr DR kr)K2rF V() + U ) — iWED ) (7)
0

wherer_ is the lesser ofr, r’), r. is the greater ofr, r’), hl(l) = j; + in; is the Hankel
function, andj; andn, are the spherical Bessel functions.

In the first-order approximation one can find the relation for Rheperator and, hence,
the imaginary part of the optical potential [8]:
W=7 M@ @P0ks — k[l - Oks — |k +gDIS(E + Eo — E1 + Ep) ®)

k q

where E, (> 0) is the positron binding energy at the vacan&y, = |k + q|%/2m, is the
energy of the electron in the excited state, is the Fermi momentum, and the matrix
element between the initial and final state is

M(p, q) = (ko + q, b|V|ko, p) 9

where |b) is the positron wave function in the bound state. Further we assume that
(r|ko) = QY2 exp(iko - ), 4(r|ko + q) = Q2 expli(ko + q) - ], also that the incident
positron wave can be described as a plane wawgm) = Q?exp(ip - r), andQ is the
normalization volume. Thus one can rewrite the matrix element of (9) in the form

Mp. @) = 22V(g) / dr v, () expli(p — q) - 7] (10)
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where V(q) = 4re?/[q%(q)], ande(q) is the dielectric function of the host. We assume
that the positron in the trapped state is described by a Gaussian function [11]:

Up(r) = (2a/7)%* exp(—ar?) (11)

wherea is a parameter. Finally we can rewrite the imaginary poteritiahs follows:

W iskpozzmc2 /1 dtf“ dqexp[—(p2+q2—2pqt)/(2a)]
Ta Q -1 0

i q%e(q)?
0.5 E
<K (i, w) (12)
kr k2
whereK (x, y) = w[1—(y/x —0.5x)?] /x if x4+0.5x%2 > y > |x —0.5x?|, K (x, y) = 2wy/x
if0 <y<x—05x2andx < 2, andK (x, y) = 0 otherwise [5],« is the fine-structure
constant, and is the speed of light.

3. Discussion

The imaginary potential depends on the positron binding engggyhe Fermi momentum,

kr (kr = 0.3169/(r;/ag) [nm~1], whereay is the Bohr radius) and also on the value of
momentum, or energy, of the incident positrgp|. The potential depends on the dielectric
function, e(g). In order to avoid the logarithmic singularity we can take the Thomas—Fermi
approximation of the dielectric function,(q) = 1+ k2,/q?, wherekzr is the Thomas—
Fermi wavenumberkg» = 0.295/./r, /ap [nm~1]). Figure 2 presents the calculated value

of the imaginary potentialiy, as a function of incident positron energy, according to (12).

It presents the case of a vacancy in an Al host: this means that it was assumed-t2a07

ao, E, = 1.56 eV anda = 0.0819 nn12 [11]. Since the value of the potential decreases
with increasing positron energy we should not expect a trapping of nonthermal positrons.

0.65 -
0.70
0.60 - 0.68
. 3 066 —;_\
0.55 I =4 0.64 E ——
] 0.62
] 0.60 rrrprrrry
< 0.50 7 0.00 005 0.10
@
; ] energy (eV)
0.45 -
0.40 —
Eb=1456 eV
0.35 4 157207 ag
o3 R S
0 1 2 3 4 5 6

positron energy (eV)

Figure 2. The imaginary part of the optical potential as a function of incident positron energy
for E, = 1.56 eV andry = 2.07 ap.
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Figure 3. The imaginary part of the optical potential as a function of positron binding energy
for E = 0.1 eV andr, = 2.07 ao.
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Figure 4. The imaginary part of the optical potential as a function of theparameter for
E, =156 eV andE = 0.1 eV.

An important result is that in the narrow range of thermal positron energy (i.e. less than
0.1 eV), W is almost constant and equal to 0.64 eV. The imaginary potential increases
when the value of the positron binding energy increases but after reaching a maximum it
rapidly decreases (figure 3), so for deep positron traps we should not expect larger values of
the trapping efficiency than for traps for which the positron binding energy is about 1 eV.
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Nevertheless, if for some reason the positron binding energy is changing, this should be
reflected in the value of trapping efficiency. It is interesting that the imaginary potential
almost exponentially decreases with increase ofrthgarameter (figure 4). For metals the
ry parameter alters from 1.9 to 54 and the calculation shows that this induces a change
of W by two orders of magnitude. Thus, for metals with a higlparameter (such as Cs,
Na, Rb), we do not observe positron trapping at their vacancies, explained by the small
value of the correspondingy’. However, we should keep in mind that around the vacancy,
where a positron is localized, the loocglparameter may be smaller than in the host.

It is interesting to ask about the range of the optical potential one can calculate. The
mean square radius of the optical potential from the relation in [12] is

2
(R2)=—3< - W) (13)
q=0

Uolg) 0q2

whereU, is the zeroth-order approximation of the optical potential, which from (4) is equal
to V(¢) and hence

(R?) = 6/k% . (14)

For Al, \/(R2) = 0.12 nm, that is a little smaller than the vacancy radius of 0.158 nm.
Nevertheless, if one takes into account the relaxation effects, the range of the optical potential
agrees with that of the vacancy potential felt by a position, It is worth noting that the
optical potential has also a real part which can modify ¥hepotential used in calculations

of the positron lifetime at a vacancy.

4. Comparison with experimental data

Recently Trump and Petersen [13] performed low-temperature measurements of positron
lifetime spectra for single-crystal samples of pure metals: Al, Ni, Zn and Mo. They
assumed that the vacancy provides an essential contribution to the spectra and hence they
deduced the temperature dependence of the trapping rate of positrons at the vacancy. They
pointed out that the trapping rate is proportional7to*? over a wide temperature range
for the metals studied. That result was explained using the relation on the cross section
of absorption of thermal neutrons. As we mentioned above that is a rather crude approach
to the positron trapping efficiency. Thus we apply the optical model presented above
to describe the data obtained by those authors. For simplification it is assumed that the
positron—vacancy interaction in (3) is represented by a square-well potential:

- : Vo—iW Ir] <R

Vi) +U(r) = (15)
0 r] > R

whereR represents the vacancy radius. For such a case the solution of (3) may be expressed
in analytical form, e.g., (7) in [9]. In this procedure the following parameters were fitted:
Vo, W, and the vacancy concentratich We assumed that the vacancy radius is a linear
function of temperatureR = Ro(1+ «T), and Ry anda were also fitted. This assumption
was necessary due to the experimental evidence of the thermal expansion of the vacancy
volume [14].

The solid lines in figure 5 present the best fit to the experimental points of the
temperature dependence of the trapping r&té7) = C*u(T), whereu(T) is the trapping
efficiency with the Boltzmann—Maxwell distribution defined by (7) in [9]. Table 1 contains
the values from the fit. First of all, one can find excellent agreement between the presented
theory and the experiment for Ni and Mo but rather poor agreement for Zn. It is interesting
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Figure 5. The temperature dependence of the positron trapping rate at vacancies in Ni, Mo (a),
and Al, Zn (b); the experimental points were taken from [13] and the solid lines are the best fit
to the calculated trapping rates from the optical potential approach.

that in all cases the vacancy radius obtained from the fit is lower than that obtained from
the corresponding atomic volume. This is consistent with the inward relaxation of atoms
around the vacancies in metals as detected by other measurements. The depth of the vacancy
potential, Vy, evaluated in the fit is in good agreement with other theoretical calculations,
e.g. with the value of 7.88 eV found by Barski and Nieminen [15] for a vacancy in
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Al. The imaginary part of the optical potentid¥ obtained from the fit for Al is almost
equal to the value obtained from the calculation presented above, according to (12). Note
the large value of the thermal coefficiemtobtained from the fit. For Al, this value is
about a factor of 20 larger than the experimental linear expansion coefficient. This result
is not too surprising since the measurements of the self-diffusion activation volumes in Cd
indicated a value of the thermal expansion coefficient of the vacancy volume about a factor
of 15 larger than the macroscopic volume thermal expansion coefficient [14]. We expect
that the atomic vibration may also contribute essentially to the temperature change of the
vacancy volume and hence the positron—vacancy potential. This effect may explain the poor
agreement between theory and experiment obtained for Zn, of which the Debye temperature
is more than 100 K lower than for the other metals studied.

Table 1. The parameters of the optical potential obtained from the fitting procedure.

Ro Vo w C o
[nm] [eV] [eV] [x1077] [10~4 x 1/K]

Ni 0.136+0.002 -812+0.1 074+0.01 65+04 10+ 2

Mo 0.134+0001 -7.2+004 053+001 134+0.04 166+04
Zn  0132+0.01 —-8.67+05 21+0.1 0.81+0.1 54+ 0.04
Al 0.144+0.001 -7.124+0.1 0624+0.01 46403 84+£02

Finally, one can conclude that the optical model is an appropriate approach to calculate
trapping efficiencies. The present calculations have shown that the imaginary part of
the optical potential related to the electron—hole excitation is responsible for the positron
absorption at a vacancy, leading to trapping efficiencies which agree with experiment. The
dependence of this potential on the incident positron energy, the positron binding energy
and ther; parameter qualitatively explains the experimentally observed phenomena. The
optical model was also able to describe the temperature dependence of the trapping rate
reported in the literature. The values of the optical potential obtained from the fit were
quite reasonable and agree with other theoretical calculations.
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